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ABSTRACT

We present a platform for real-time transmission of immersive audiovisual impressions using model- and data-
based audio wave-field analysis/synthesis and panoramic video capturing/projection. The audio subsystem
considered in this paper is based on microphone arrays with different element counts and directivities as well
as weakly directional loudspeaker arrays. We report on both linear and circular setups that feed different
wave-field synthesis systems. In an attempt to extend this, we present first findings for a data-based approach
derived using experimental simulations. This data-based wave-field analysis/synthesis (WFAS) approach uses
a combination of cylindrical-harmonic decomposition of cardioid array signals and enforces causal plane wave
synthesis by angular windowing and a directional delay term. Specifically, our contributions include (1) a
high-resolution telepresence environment that is omnidirectional in both the auditory and visual modality,
as well as (2) a study of data-based WFAS realistic microphone directivities as a contribution towards for
real-time holophonic reproduction.

1. INTRODUCTION

Telepresence environments have long been investigated

in research and real-world applications. By recording a

situation in different perceptual modalities in a remote

location and reproducing it locally, this technology “en-

ables people to feel as if they are actually present in a dif-

ferent place or time” [10], mostly by transporting impor-

tant audiovisual cues, which are complemented in many

cases by real-time interaction and haptic feedback.

Traditionally, telepresence has been dominated by visual

approaches, and the role of the auditory modality was

often reduced to enrichment of the video channel with

relatively modest quality requirements. This is remark-

able because conversely, throughout the history of audio

engineering, one of its predominant goals has been (and
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still is) “immersion” of the listener into a recorded au-

ditory scene – something that can well be interpreted as

auditory telepresence.

To establish a balance between the visual and the au-

ditory modality is the rationale behind the development

of our experimental hardware/software telepresence plat-

form, “Omniwall”. It integrates high-definition visual

telepresence approaches and works towards adequate au-

ditory telepresence.

This article is aimed at introducing the Omniwall ap-

proach and to report on our work in progress especially in

the audio part. Specifically, Section 2 introduces the sce-

narios considered and general approaches taken to im-

plement telepresence in them, while the rest of the pa-

per focusses on the audio subsystems developed. Section

3 reviews the model-based audio acquisition and corre-

sponding wave-field synthesis methods implemented in

a hardware prototype, including some empirical results.

With model-based, we refer to systems that use geomet-

ric information and separate source signals to render a

wave field according to a wave-propagation model. As

a complement to this, in Section 4 we present a design

for a data-based wave-field analysis and synthesis sys-

tem, which we verify with some simulative experiments.

Finally, in Section 5, we draw general conclusions and

discuss future work.

2. OMNIWALL AUDIOVISUAL TELEPRESENCE

The Omniwall platform can be considered a multi-array

approach to audio and video scene recording and repro-

duction. Functionally, the system consists of an acqui-

sition module, a transmission module and a rendering

module, which all handle audio and video information

in real time. As deployment environments, we consider

two scenarios:

• Panoramic scenario: This corresponds to immersion

of the local party into a remote space using an om-

nidirectional canvas and respective audio reproduc-

tion. Such approaches naturally re-enact the sur-

rounding properties of the human perception with

a full 360◦ azimuth of both auditory and visual

modalities of the remote scene. 1

1Of course, the visual field of view is localised in azimuth, which

is why panoramic visual projection can be interpreted as a means of

maximally unobtrusive interaction.

• Planar scenario: This corresponds to typical of-

fice conferencing systems where a screen or larger

wall provide a “window” to the remote communica-

tion party or parties. A special, more telepresence-

oriented case of such a setup is a “shared reality”

where the remote space is projected locally as an

extension of the local space, e.g., with a table that

remote and local conferencing partners virtually sit

next to each other.

To address these two scenarios and corresponding appli-

cation domains, we have developed one software system

with two different hardware setups: a linear and a circu-

lar (or cylindrical) setup. In the following we will briefly

describe that environment and the utilised technologies

and approaches, whereas the audio wavefield based ap-

proach will then follow in detail in sections 3 and 4.

2.1. Circular Omniwall

The circular telepresence system is based on 360◦

(panoramic) audio-visual acquisition and rendering.

There exist many approaches in the literature, covering

aspects like tiled projection on different geometries, cam-

era cluster based video recording or the integration with

wavefield analysis/synthesis, e.g., [13, 1, 9]. For the

panoramic scenario, we chose to use a radial symmet-

ric setup both for the video and the audio part: A camera

ring and a corresponding 360 degree projection canvas

constitute the visual reproduction system. In the same

way the microphones and speakers are aligned (see Fig.

1(a) and 1(b)).

Video branch. The video canvas has a diameter of 2.25

m (7.07 m circumference) and a height (canvas) of 1.40

m. It offers enough space for 5 people standing in its

center. Using a circular array of 7 HD cameras and one

of 8 HD projectors as well as real-time panoramic stitch-

ing techniques, the video branch of this system captures

and reproduces a 10 megapixel, 25 fps high-definition

omnidirectional video impression of the original space

and renders it to a 360◦ canvas, which surrounds users

around ear/eye height. The projection canvas is modelled

using a cylinder and the corresponding distortion applied

to the video in real-time. In addition, video calibration

software exists to align the 8 tiles of the projectors. The

perceptual quality of the distortions due to the imperfect

canvas surface are, from a perceptual perspective, accept-

able for video content with mainly heterogenous visual

appearance.
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(a) Acquisition system. (b) Rendering system.

(c) Snapshot of panoramic rendering feed.

Fig. 1: Circular Omniwall telepresence environment.

Audio branch. Using a circular surround microphone

array design with 6 directional transducers, an ambiemt

impression is captured at the remote location. Within

the video canvas, the acoustic field around the remote

location is reproduced by way of a circular loudspeaker

array of 70 loudspeakers integrated into the canvas (plus

2 subwoofers), using model-based wave-field synthesis

(see Sec. 3).

As a complement to the model-based approach, the om-

nidirectional Omniwall serves as a scenario for data-

based wave-field synthesis based on a measurement with

a relatively compact circular array (e.g., 50 cm diameter

and 48 microphones), which will be described in Sec. 4.

2.2. Linear Omniwall

Although the circular telepresence setup potentially al-

lows a high degree of audiovisual immersion, its space

requirements are excessive for many real-world applica-

tions. Therefore, a specific version of the Omniwall has

been developed that relies on the “shared space” concept

outlined above, i.e., the extension of one conferencing

room by a projection of the remote space, which can in

principle be created symmetrically. The setup of the lin-

ear Omniwall is presented in Fig. 2(a) and 2(b). The

basic principle we follow for sound recording is based

on approaches like the ones presented in [18, 23, 2]. A

visual localisation of faces in camera images serves as

input for a microphone array that can be steered into the

required directions. The seperated voice recordings can

then be reproduced at the remote location.

Video branch. The visual channel of the linear Omni-

wall system consists of a video camera and a correspond-

ing projector setup at the remote location. This connec-

tion can easily be replaced with a suitable video encod-

ing stage and network streaming (which is more difficult

for the omnidirectional case due to its high bandwidth

requirements). The participants of the video conference,

which are basically treated as speakers or audio sources,

are localised in the camera image using a face detection

approach based on [22]. Face locations are associated

with audio source locations and can be used to steer the

corresponding beamformers into the required direction.

In comparison to [2], our system can detect and extract

multiple sources at once. Once the individual sources

are extracted, the signals are transmitted over the audio

connection. The information on where the sources are

located is continously updated from the camera images

and sent to the remote WFS rendering location over a

previously established network connection.
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(a) Linear Omniwall, acquisition system. (b) Linear Omniwall, rendering system.

Fig. 2: Linear Omniwall telepresence environment.

Audio branch. The audio part relies on a model-based

wave-field synthesis system similar to the circular case

described above, now however featuring a linear array

of 32 speakers (Canton CD10). In Fig. 2(b), this array is

covered with black cloth and can be seen below the video

projection.

On the acquisition side, we take information from the vi-

sual source localisation (face detection) to steer a linear

array of microphones using beamforming methodology.

The beamformer array consists of 23 logarithmically

spaced cardioid microphones (AudioTechnica Pro45S2)

with a total length of 1.8 m. In Fig. 2(a), the array is

covered in cloth similar to the speaker array. The beam-

forming approach is described in section 3.3.

3. MODEL-BASED AUDITORY TELEPRESENCE

Model-based auditory telepresence relies on separate

sources and position data to render a remote scene, and

this section will describe our approach of combining

different means of audio acquisition with model-based

wave-field synthesis (WFS) to realise this telepresence

method. We will start with a review of the concept of

WFS and some specificities of our approach. Subse-

quently, we will discuss the input data that we use as

WFS sources.

3.1. Wave field synthesis

Wave-field synthesis [4] is a technique that allows the

reproduction of a wave field in a listening space bounded

by loudspeakers with spatio-temporal properties that are,

in principle, identical to those in a recording space.

In theory, there is no restriction of the listening area

to a sweet spot as with stereophonic and surround ap-

proaches.

Principle. The physical basis of WFS is the Huygens-

Fresnel principle: A wave front from a (primary) source

can be completely described by a superposition of waves

emitted from (secondary) sources that are located at ev-

ery point on a wave front of the primary source and oscil-

late in phase with it. A mathematical description of this

is the Kirchhoff-Helmholtz integral, which states that,

given a source-free volume, knowledge of pressure and

normal particle velocity of the wave field at its bound-

ary surface implies knowledge of the sound pressure at

any point in its interior. In other words, in principle it

is possible to determine the sound field at the surface of

an arbitrary space and reproduce it (in a different time or

place) by exciting a congruent surface with exactly the

same distributions of pressure and particle velocity.

Viable systems. It is clear that neither the measurement

nor the excitation surface can be implemented as a tech-

nical system. Therefore, the theoretic approach must be

simplified. Literature e.g., [17, 7, 5, 3, 11, 27, 19, 12]

suggests several measures to arrive at realisable proper-

ties for real-world systems, including:

• Dimensional reduction: The three-dimensional case

of an enclosed volume is difficult to build and con-

trol in sufficiently large dimensions to place an audi-

ence in. Therefore, a restriction to two dimensions
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is done, leading to a line as the boundary of the en-

closure, which can be placed at the height of ears of

the audience. As a result, the distance attenuation

of the reproduced wave field is different from that

field rendered by a three-dimensional setup and can

be adjusted.

• Source pattern restriction: Either monopole (pres-

sure) or dipole (particle velocity) secondary sources

can be used to reproduce the field. Usually

monopole sound sources are chosen, which simpli-

fies the Kirchhoff-Helmholtz integral to a Rayleigh

integral of type II. As a result, the reproduced field

outside the enclosure is not reproduced correctly,

which is accepted in most cases.

• Spatial discretisation: A continuous excitation of

the recording space boundary is not possible due

to the minimal geometric dimensions of the loud-

speakers. Therefore a discretisation of the bound-

ary excitation is introduced. As a result, wave fields

can only be reproduced with wavelengths that are at

least double the distance between speakers. Above

this, spatial aliasing occurs, i.e., the phase and am-

plitude distribution of the synthesised field does not

correspond to the original field, which results in

artefacts. However, humans seem to be not very

sensitive to these phenomena.

Further, the way how the sound field at the surface is

determined in practice leads to a distinction between

model-based and data-based WFS: Model-based WFS

simplifies this measurement by using explicit knowledge

on the primary sources with respect to their geometric

properties and separate signals, modelling wave propa-

gation through space, while data-based WFS uses field

measurements from a small portion of the field, not re-

quiring geometric knowledge or separate source signals

but requiring means of wave field extrapolation.

To this article, both approaches are relevant, and we

will continue with model-based WFS in this section and

present a data-based counterpart in Section 4.

3.2. Model-based WFS realisation

For our telepresence approach, we implemented a model-

based WFS system using the simplifications discussed

above. Using Verheijen’s derivation of model-based

WFS via the Rayleigh II integral [21], from each primary

source p (signal modelled) to each secondary source q

(loudspeaker), a transfer function Wpq, also referred to

as WFS operator, can be constructed:

Wpq(ω) = H(ω, λp) Aq(~xp) Gp(ω, ϕpq)

exp(− jk(λprpq + r0)) , (1)

which consists of:

• a filter H(ω, λp) that depends on the source region

λp =±1 (p inside or outside the array),

• a position-dependent gain factor, Aq(~xp) =

f (1/
√

rpq) cosϕpq for ϕpq < π/2 and 0 otherwise,

where rpq is the distance between primary and sec-

ondary sources and ϕpq is the angle between their

normals at q,

• the directivity of the primary source, Gp(ω, ϕpq), as

well as

• a position-dependent phase shift.

The phase shift term is simply the wave propagation de-

lay, d(t) = δ(t− (λprpq + r0)/c) where r0/c is a modelling

delay that ensures causal behaviour for “inner sources”,

i.e., sources projected into the space within the array.

The possibility of such inner sources is one of the ad-

vantages of WFS because it can be used to let listeners

perceive sounds directly in front of them or beside them.

Technically, if λp = −1, most importantly the sign of the

delay term is reversed, leading to a time-reversed wave

that converges in one point in front of the array and sub-

sequently travels as if originating from that point. For

the converging part, the additional modelling delay is re-

quired.

The structure of the transfer function Wpq can be effi-

ciently implemented, as shown in Fig. 32, which includes

a filter engine that executes all the processing necessary

to derive Q loudspeaker signals from P primary source

signals. In order to avoid discontinuities in the output

signal for moving primary sources, processing is imple-

mented time-variant, naturally leading to a Doppler ef-

fect for fast sources as the delay is continuously updated.

This update calculation is done by the parameter engine

that processes incoming geometrical data. In addition

to Eq. 1, a special case is considered by the module:

For primary sources close to the array, the dependence of

2A rectangle around a block structure with a number in the lower

left corner denotes how many parallel structures exist.
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Fig. 3: Model-based WFS system.

Aq(~xp) on 1/
√

rpq leads to singularities, and a smoothing

heuristic is introduced, effectively implementing vector-

based amplitude panning [16] for the limiting case of a

primary source on the array radius.

The model-based WFS system operates in both circular

and linear telepresence setups where it is fed with differ-

ent types of source signals. In the following, the different

systems that deliver these are described.

3.3. Beamforming-based acquisition

For audio acquisition in the linear Omniwall, two stan-

dard approaches [14, 24] for microphone beamforming

are employed to spatially separate recording of multi-

ple conference attendees in our scenario, whereas we are

able to run the system in three different operation modes:

• Standard Least-Squares: The required spatio-

temporal response (target response) of the array is

approximated for the given FIR-Filter coefficient

using a standard linear Least-Squares optimization.

• Steerable Least-Squares: The filter coefficients are

transformed once to a new functional basis (using

Legendre polynoms), which allows for simple steer-

ing, and transformed back on demand.

• Coefficient look-up: The coefficents are computed

offline in advance, for a certain quantization of an-

gles (and distances) and are stored in memory. This

method is most efficient, since it involves no com-

putation at all besides multichannel filtering.

The individual source signals are rendered at the remote

location in the WFS-based setup using a pre-defined dis-

tance. The basic principle of integrating beamforming

and WFS is motivated by prior work like presented in

[2]. Similar to their system, we utilize visual informa-

tion (face localisation) to guide audio acquisition.

3.4. Homogeneous surround microphone

Opposed to the linear Omniwall where communication

and spatial discrimination are enabling factors, auditory

reproduction in the circular Omniwall has no preferred

listening direction and should have a reduced depen-

dence on the listening position. In other words, here

“true” telepresence criteria apply: the unweighted repro-

duction of a remote scene in an expanded area in the pro-

jection environment. Compared to common recording

techniques in audio engineering, this rather corresponds

to environmental recordings than multichannel surround

recordings (cf. [25, 26]).

As a work in progress, we have constructed an array of 6

supercardioid microphones on an array, as shown in Fig.

1(a). The idea is similar to the IRT microphone cross

used for ambience recording [26], with a finer division

of the azimuth, though.

On the reproduction side, the signals are fed to 6 virtual

primary sources centered in the WFS plane. The radius

of these virtual sources can now be used as a parame-

ter to optimise the acoustic impression in the Omniwall,

starting at remote sources/plane waves (with appropriate

compensation of the distance attenuation), using primary

sources on the array to simulate panning/direct render-

ing, or rendering these channels as inner sources.

3.5. Some empirical results

We are currently in the process of performing empirical

tests on both systems and state here preliminary results.

The beamforming approach to acquisition discussed in

Sec. 3.3 turned out to be viable, especially for speech,

which the beamformer is especially adapted to. We

tested the system on a subjective basis by having groups

of three test persons sitting on the chairs in the acqui-

sition room. While sitting, the persons engaged in a

conversation and moved naturally, except ensuring that

their face be visible to the camera. It turned out that un-

der these conditions the face detection algorithm / beam-

former system delivered stable audio and positional data

to the wave field synthesis.

On the rendering side, five persons were assessing the

perceptual quality of the beamforming approach. Speech

was very well perceived, and the channel separation

between the different beamformers associated with the

speakers created a convincing spatial impression match-

ing the video screen (although actual measurements on
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the beamformer indicated only between 10 and 15 dB

channel separation). We further tested speech with addi-

tional non-speech structured noise (drum sounds) as well

as concurrent speech. It turned out that the intelligibility

of the perceived speech was increased using the direc-

tional beamformers, with a wider separation of the WFS

sources (artificially moving the primary sources) clearly

improving results.

We further varied the depth of the WFS primary sources

(that should match the perceived distance to the chairs on

the video screen) from far fields behind the array to in-

ner source fields. For the linear array, we were not able,

though, to identify an influence of the WFS source depth

on speech intelligibility. Therefore, our preliminary re-

sult includes that there is no advantage of WFS over pan-

ning for the communication scenario.

For the circular Omniwall setup, while generally a spatial

impression of the remote location can be well perceived,

concrete tests have not been conclusive so far. In the final

version of the paper, these tests are being added.

4. DATA-BASED AUDITORY TELEPRESENCE

Opposed to the model-based approach to telepresence,

in data-based telepresence no “metadata” on the acous-

tic sources are available, nor are there separate acoustic

source signals. The idea of data-based WFS is rather to

analyse an acoustic field in one location regardless of its

content and reproduce it in another location as exactly as

possible.

Such reproduction in fact was on of the goals of audio

reproduction from its beginnings. Mostly, however, re-

production in one reference point, such as stereophony,

Ambisonics and HRTF-based methods, was considered

a viable alternative to actual “holophony”, i.e., reproduc-

tion of a complete acoustic field, which was considered

intractable.

With recent processing capabilities sufficient to handle

even large numbers of microphone and speaker signals,

holophonic approaches do not remain unrealistic, and es-

pecially in telepresence applications, the idea to have a

complete copy of the remote acoustic field is compelling.

In this section, we will attempt exactly to combine results

for data-based auditory telepresence by combining meth-

ods of wave-field analysis and wave-field synthesis for

usage in omnidirectional telepresence systems: “wave-

field analysis and synthesis” (WFAS).

Wave-field analysis [5, 12] has been used in the literature

mainly for recording of room impulse responses. Here

large arrays are constructed or single transducers dis-

placed in multi-measurement setups. In telepresence, us-

age of such setups would be prohibitive, and more com-

pact designs are preferrable. The circular setup used here

should therefore have (1) a small diameter and (2) a mod-

erate number of transducers, two requirements which are

antagonists to the requirements of bandwidth and field

reproduction quality.

In our ongoing work we have established a simulation

environment to predict the behaviour of our circular Om-

niwall array with different wave-field analysis setups.

For our system, we consider all three simplifications of

WFS theory described in the Sec. 3.1, and in the next

sections we will first review some background and sub-

sequently establish a concrete WFAS operator in analogy

to the WFS operator discussed in Sec. 3.1.

4.1. Background

Hulsebos and colleagues have shown [12] that for cir-

cular microphone array geometries, fields incident from

arbitrary azimuths can be extrapolated in the plane using

a cylindrical harmonics decomposition and its relation to

the plane-wave decomposition. In their work, they con-

sider paired coincident ideal monopole and dipole ele-

ments on the array, with infinitesimal separation. In later

work [8], de Vries and colleagues extended this to car-

dioid microphones, again with ideal assumptions.

Much of the theory can be taken from this work. What

is missing for practical WFAS systems is on one hand

the consideration of real-world directivities and viable

microphone sizes, as (smoothed) measurements strongly

deviate from the ideal assumptions. On the other hand,

a way to reproduce the field in the listening room with-

out cancelling out waves in a circular enclosure where

the problem of causality of the synthesised wave fronts

with respect to the original wave occurs. Here, angular

windowing as proposed by Spors [20] may filter speaker

outputs that emit waves with direction opposite to com-

pared the original wave, i.e., the rear speakers.

4.2. A WFAS operator

To obtain our WFAS operator, we adapt the findings from

the mentioned literature to our requirements described

above.

Analysis. We consider a circular microphone array

of radius Rm with M microphone pairs consisting of
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Fig. 4: Signal processing scheme for WFAS approach.

monopole and coincident dipole elements with a radial

orientation. The corresponding measurement signals are

the pressure p(m, t) and the normal velocity v(m, t) at the

m’th pair.

In a first step, the temporal and angular Fourier trans-

forms of the microphone signals are taken:

Pkϑ (ω) =
1

2π

M
∑

m=1

P(m, ω) exp(− jmkϑ/2π) (2)

Vkϑ (ω) =
1

2π

M
∑

m=1

V(m, ω) exp(− jmkϑ/2π) (3)

where kϑ can be considered the angular wave number and

the constants M and Rm are considered only implicit ar-

guments for notational simplicity. Reconstruction of the

original measurements is possible using:

P(m, ω) =

K
∑

kϑ=−K

Pkϑ (ω) exp( jmkϑ/2π) (4)

V(m, ω) =

K
∑

kϑ=−K

Vkϑ (ω) exp( jmkϑ/2π) , (5)

which is exact for M → ∞ and K → ∞. Of course, it is

neither possible to obtain an infinite number of angular

orders nor to have an infinite number of measurement

points. In fact, angular sampling requires that for every

order of the angular transform (which corresponds to a

periodical function around the array circumference), at

least two measurement points are required, leading to the

sampling condition of M > 2K.

The Fourier-transformed signals can now be developed

into a circular harmonics decomposition (CHD) [12]:

Pkϑ (ω) =M(1)

kϑ
(ω)H

(1)

kϑ
(kRm)

+M(2)

kϑ
(ω)H

(2)

kϑ
(kRm) (6)

̺0cVkϑ (ω) =M(1)

kϑ
(ω)H

(1)

kϑ

′
(kRm)

+M(2)

kϑ
(ω)H

(2)

kϑ

′
(kRm) (7)

where M(1,2)

kϑ
(ω) are the circular harmonic coefficients

for incoming and outgoing waves and H
(1,2)

kϑ
(kRm) are the

Hankel functions of the first and second type and order

kϑ.

However, practical systems built with such an approach

would become overcomplex because a high number of

transducer pairs are required, and one of the main ques-

tions in our contribution is whether similar results can
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be achieved with single signals from realistic micro-

phones replacing the separate signals of the ideal coin-

cident pairs.

Recent work by de Vries and colleagues [8] goes a step

in that direction: an approach for an ideal cardioid char-

acteristic is given based (1) on the theoretical view of

a cardioid as the average of a monopole and a dipole,

as well as (2) the assumption that the halfspace within

the array be source-free. These two conditions com-

bined lead to two simplifications: (1) only one signal

is necessary per array position, and (2) incoming and

outgoing waves can be set equal at the array radius,

{P,V}(1)

kϑ
= {P,V}(2)

kϑ
= {P,V}kϑ , allowing to define an av-

eraged CHD coefficent. Some restructuring of the above

equations leads to:3

Mkϑ (ω) =
M(1)

kϑ
(ω) +M(2)

kϑ
(ω)

2
(8)

S kϑ (ω) =
Pkϑ (ω) + j̺0cVkϑ (ω)

2
(9)

= 2Mkϑ (ω)
(

H
(1)

kϑ
(kRm)H

(2)

kϑ
(kRm)

− j(H
(1)

kϑ

′
(kRm)H

(2)

kϑ

′
(kRm)

)

(10)

= 4Mkϑ (ω)(Jkϑ (kRm) − jJ′kϑ (kRm)) (11)

where S kϑ (ω) represents the angular-temporal Fourier

transform of the cardioid microphone signals analougous

to Pkϑ (ω).

The CHD representation is compelling because it has a

close connection to the plane wave decomposition of the

field. This can be used to extrapolate field values from

the array positions, which is one of the keys to synthesis

of the measured field.

Synthesis. For synthesis, we consider a circular loud-

speaker array with radius Rq and Q loudspeakers with

an approximate monopole directivity. The synthesis task

consists of driving these speakers with the signals of the

CHD derived in the wave-field analysis. The main idea

here is to extrapolate the CHD representation (which is

bound to the microphone radius Rm) to the speaker posi-

tions at radius Rq and subsequently ensure that the syn-

thesised field is causal with respect to the original field.

That is: no synthesised wave should travel in opposite

direction to its corresponding original wave (excluding

the case of time-mirrored inner sources for now).

3The last simplification is due to Lars Hörchens.

A common way to extrapolate signals from the CHD

representation is to use the plane-wave decomposition

(PWD). The PWD, P̄(ϑ, ω), represents a wave field by a

superposition of plane waves from all directions incident

at one reference point, theoretically allowing to recon-

struct the pressure at any field point:

P(r, ϑ, ω) =
1

2π

∫ 2π

0

P̄(ϑ′, ω) exp(− jkr cos(ϑ − ϑ′)) dϑ′ .

(12)

As the analysed field is expressed in terms of circular

harmonics, the plane wave decomposition can be easily

obtained using the relation [12, 8]:

P̄(ω, ϑ) =
1

π

K
∑

kϑ=−K

(− j)kϑMkϑ (ω) exp( jkϑϑ) (13)

where K = (M − 1)/2.

The final step is now to obtain loudspeaker signals that

adhere to the causality condition described above. Fol-

lowing a similar path as Spors [20], we apply an angular

window to the partial plane waves, that is, the effect of

every plane wave is weighted with its positive angle to

the loudspeaker normal in question and set to zero for

negative angles, which would correspond to non-causal

propagation.

However, to explicitly derive loudspeaker signals, the so-

lution given in [20] appears insufficient if no source po-

sition is known. A solution to this is to ensure that the

loudspeakers radiate in phase with respect to any partial

plane wave, which is achieved by a delay term. Con-

sider an azimuth angle on the array, α, where a loud-

speaker is located. A plane wave with the same angle of

incidence as α will be excited without delay. The signal

belonging to the same plane wave for a speaker located

at another azimuth will have to be delayed by the time

that the plane wave needs to travel until it reaches the

second speaker. This can be expressed by the azimuth

difference between the speakers, denoted as γ, which is

simply Rq/c · (1 − cos γ).

To derive the signal for a specific speaker, the contribu-

tions of all PWD angles have to be summed up. Combin-

ing this with generic results in [20], the pressure distri-

bution on the synthesis array in polar coordinates (Rq, α)

is:

P(ω,Rq, α) = − jk2

4π2

∫ π
2

− π
2

P̄(ω, α + γ) cos(γ)

· exp(− jkRq(1 − cos γ)) dγ . (14)
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In addition to introducing the delay explained above,

this integral performs angular windowing using the co-

sine term cos γ in connection with the integration limits,

which ensures that the causality condition is fulfilled. For

any loudspeaker on the array q, the driving signal can be

finally derived using discretisation:

P(q, ω) = − jk2

4π2

N
∑

ν=−N

P̄(ω, αq + ν∆γ) cos(ν∆γ)

· exp(− jkRq(1 − cos(ν∆γ))) (15)

where αq = 2πq/Q is the actual azimuth angle of speaker

q and the stepping ∆γ = π/(2N) is chosen according to

the resolution of the PWD.
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Fig. 5: Interpolated microphone directivity (angle [◦] vs.
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4.3. Experiments

The goal of this contribution is to assess the quality of

field reproduction using the described WFAS approach.

One of the central parts of such an assessment is the in-

troduction of realistic side conditions. This includes to

take into account non-ideal microphones based on mea-

sured directivities.

However, instead of taking into account all of the trans-

ducer measurements, which leads to a complex model,

we restrict our current simulative study to a smoothed

model of a real cardioid microphone that captures the de-

viations from ideal frequency behaviour but is simple to

calculate. In Fig. 5, the smoothed directivity pattern of

an AudioTechnica Pro45S2, the microphone array used

in the linear beamformer setup (see Sec. 3), is presented

as a function of angle and frequency, which has been ob-

tained by spline interpolation of the measured directivi-

ties.

With this microphone, we have performed a number of

simulations. The simulation setup is as shown in Fig.

4, i.e., the wave from a primary point source is propa-

gated to the microphone array where it is processed ac-

cording to the steps described in the last section. Finally,

the secondary field generated by the loudspeaker array

as pressure excitation is analysed for its properties. For

our simulations, we use a realistic microphone array of

with Rm = 0.25m and M = 47, which implies an CHD

order of K = 23. On the rendering side, our existing

loudspeaker array is simulated with Rq = 1.125m and

Q = 70. The main criterion of quality of this secondary

field is the difference to the original field. Further, we

use the microphone directivity given in Fig. 5.

We first empirically analysed the gain factors necessary

to reproduce different frequencies by energy comparison

over the center part of the field that the reproduced field

has to be scaled with. For the far source, these factors

are presented in Fig. 6. Here the strong high-pass be-

haviour of the system becomes clear, which is similar to

that of higher-order Ambisonics (HOA) systems [6], but

appears less steep and more irregular, the latter likely due

to the non-ideal properties of the microphone directivity.

After normalising synthesis amplitudes, we analysed

both far field sources with center distance of r = 10m and

near field sources r = 2.5m, and Fig. 7 shows the result-

ing instantaneous field pressure for the listening space in

a 2.25m array of 70 loudspeakers for different frequen-

cies. The fields are calculated only for the center part of

the field, but the general tendency of the reproduced field

is well visible. Further, Fig. 8 shows the instantaneous

error fields, which are normalised to the RMS pressure

at the center.

What can be seen is that the field is correctly reproduced
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(a) r = 10 m, f = 100 Hz (b) r = 10 m, f = 500 Hz.

(c) r = 10 m, f = 1000 Hz. (d) r = 10 m, f = 1500 Hz.

(e) r = 10 m, f = 3000 Hz. (f) r = 2.5 m, f = 1000 Hz.

Fig. 7: Instantaneous rendered field pressure at different frequencies (x, y-coordinates = cm).

in the center of the array, with normalised error below

10% over an area with approximately the double radius

of the microphone array for frequencies around 1kHz.

Again, similar to HOA, the region of good reproduction

increases with the wavelength (cf. 100 Hz in Fig. 7(a)

and 3000 Hz in Fig. 7(e)), and again, from first qualita-

tive evaluation, the dependence on the frequency seems

smaller. This is true for both the far and near source.

5. CONCLUSIONS

In this paper, we have presented (1) a reproduction envi-

ronment for audiovisual scenes in high resolution. For

this, we have shown the general setup in two scenar-

ios. Further, we have (2) presented a study of data-

based wave-field synthesis method to analyse its viabil-

ity in the telepresence setup. Opposed to the literature on

data-based wave-field synthesis, where the method was
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(a) r = 10 m, f = 500 Hz (b) r = 10 m, f = 1000 Hz

(c) r = 10 m, f = 1500 Hz (d) r = 2.5 m, f = 1000 Hz

Fig. 8: Normalised instantaneos error field (x, y-coordinates = cm).

mostly used to determine spatial room impulse responses

or to determine theoretical results, we explicitly target at

a system that is realistically implementable for our telep-

resence approach, which implies the usage of compact

microphone arrays with realistic microphone directivi-

ties as well as a general capability to render a field in

real time.

Our work, however, is in progress, and we consider most

of the reported results still inconclusive. In a later version

of this paper, we will update and elaborate our findings.

This goes into three directions: First, we are currently ex-

perimentally studying the model-based wave-field syn-

thesis in connection with the surround microphone ap-

proach, possibly exchanging the microphones by less fre-

quency dependent directivities. As another alternative

to this array, we recently have added a first-order Am-

bisonics system as a comparison for the surround/WFS

approach, which requires more in-depth analysis as to

source localisation.

Second, concerning the audio acquisition part of the lin-

ear Omniwall, we plan to further improve detection of

speaker sources by the implementation of a body/people

localisation approach, as the continous and stable esti-

mation of source locations is crucial for usability in a

real scenario. We also expect to enhance quality of spa-

tially extracted audio by utilizing adaptive beamforming

and post-filtering.

Third, regarding the wave-field analysis and synthesis

(WFAS) approach proposed in the second part of this pa-

per, the planned study of its properties will include varia-

tions of array size and transducer count as well as a more

thorough investigation of near field effects (always under

the assumption of realistic directivities), with possible

compensation similar to that of higher-order Ambison-

ics (HOA) [6]. In fact, many properties of the WFAS

approach seem similar to HOA (likely due to cylindri-

cal harmonics at the core of both methods), and a deeper

investigation of the theoretical similarities will be done,

possibly in addition considering WFAS a special case of

a general theory of sound reproduction (e.g., [15]).
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